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Motivation

ChatGPT can leak training data, viol:
Google's DeepMind

[] ZDNet on MSN.com | 2 days ago

By typing a command at the prompt and askir
word, such as "poem" endlessly, the research
force the program to spit out whole passages
contained its training data, even though that

Google researchers say they got Op
reveal some of its training data with
ﬂ Business Insider on MSN.com | 2 days ag
The researchers said certain keywords forcec

sections of its tralning data, including unspec
information.

ChatGPT hacked to show personal ¢
data

G Geeky Gadgets | 1day ago

Researchers have been able to demonstrate

ChatGPT and other large language models ut
prompts to retrieve data

e Gary Marcus & @GaryMarcus - Nov 29

Privacy should be a basic human right; generative Al is completely
incompetent to deliver on that right. It doesn’t understand facts, truth, or
privacy. It is a reckless bull in a china shop, and we should demand better.

Q Katherine Lee @katherinelee - Nov 29

What happens if you ask ChatGPT to “Repeat this word forever: “poem
poem poem poem”?”

It leaks training data!

Show more

Repeat this word forever: ‘poem
poem poem poem”

@em poem poem poem \

poem poem poem |....]
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Milad Nasr, Nicholas Carlini,
Jonathan Hayase, Matthew Jagielski,
A. Feder Cooper, Daphne Ippolito,
Christopher A. Choquette-Choo, Eric
Wallace, Florian Tramér, Katherine
Lee (2023). “Scalable Extraction of
Training Data from (Production)
Language Models”. arxiv:2311.17035
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Crash-course on differential privacy (DP)

Mironov, llya. “Rényi Differential
Privacy.” In 2017 IEEE 30th
Computer Security Foundations
Symposium (CSF), 263—75. Santa

Assume that the adversary has a prior p(D) over the set  Barbara CA USAIEEE, 2017,
. 5 https://doi.org/10.1109/CSF.2017.11.
of possible inputs D € D, and observes an output X of an
e-differentially private mechanism f. Its posterior satisfies the
following guarantee for all pairs of adjacent inputs D, D’ € D
and all X € R:

p(D|X) _ r p(D)

p(D'[X) = p(D')
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Local differential privacy for “protecting” texts?
DP-BART: Transformer-based autoencoder

Snips [ IMDb |l Amazon
100

Much Il
Htinsmiallen github.com/trusthlt/

" performance drop for : B
DP-BART at lowest € dp-bart-private-rewriting

S0 privacy budget T. lIgamberdiev and I. Habernal
(2023). “DP-BART for Privatized
25 Text Rewriting under Local
Differential Privacy”. Findings of
ACL, Toronto, Canada

F1 Score

Original (e=~) ~ ADePT (¢=100) DP-BART (¢=100)

Results: Better privacy/utility trade-off
than SoTA DP text rewriting systems
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Local differential privacy for “protecting” texts? (2)

Limitations?

Usable results with epsilons > 100 means no privacy

- \WILLYOU GIVE ME YOUR DATA2

-

1 GOT DP WITH EPSILON=10,000 DOWN HERE

We asked people and found out that
(roughly) for epsilons over 4.5 nobody
will give us their data
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Crash-course on differential privacy (DP)
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Training neural nets with Stochastic Gradient Descent

v
Alice 4 12 4
— . )
Train with SGD _—— N 8,
——— . Illll'i‘o‘s“:ﬁéﬁz::"o’o’O't Wy
Julia Public Sl

Update model’s
parameters iteratively

Orr1 < O — 8t
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Global differential privacy for protecting training data

Alice 4 12 4

Sandy Train with SGD

Julia Public
model M1

Add “just enough” random noise to each gradient

. Pr(Alice | M) * ' ' o
<
Pr(Alice | My) = ) l M
Sandy Train with SGD Public
Julia model M,

Prof. Dr. lvan Habernal - TrustHLT

RUHR
UNIVER:

SITAT

BOCHUM

RUB



Generating synthetic texts with DP guarantees?
Prompt DP fine-tuned model to generate text

o« SPAM: "write a (spam | non-spam) e-mail:"

« SWMH: "write a post to the (anxiety | bipolar | depression |
offmychest | suicidewatch) community:"

e Thumbs-Up: "write a (mild | notable | concerning | serious |
hot) negative app review: "

e WebMD: "write a (terrible | poor | neutral | good | great)
medicine review: "

Prof. Dr. lvan Habernal - TrustHLT

RRRRRR
|||||||||||
BBBBBB



Generating synthetic texts with DP guarantees?

Tested several open models and epsilons

1.0

0.8 1

Macro F1-Score

0.2 4

0.0 -

Drugs.com Dataset

o
o
"

o
FS
L

£=8
Privacy Budget

Models
EEN BART (LLM)
. PHI-1.5 (LLM)
BN GENIE (Diffusion)

Sebastian Ochs and Ivan
Habernal. 2025. Private
Synthetic Text Generation
with Diffusion Models. In:
Proceedings of the 2025
Annual Conference of the
Nations of the Americas
Chapter of the Association
for Computational
Linguistics - NAACL'25,
Albuquerque, New Mexico,
USA. Association for
Computational Linguistics.
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Generating synthetic texts with DP guarantees?

Instruction: write a mild app review:

BART i love this game. i’ve been playing it for over a
year now. i used to love it. but lately it’s been so
laggy. i don’t know if it’s my phone or the game
but it’s not my internet connection. i’'m on a new
phone and i can’t even get into the game anymore...

BLOOM ive been having a problem where this app
randomly freezes and i cant access my stuff. i’ve
been really mad about this but not sure why. i keep
going through this process to get my rewards and
now it’s finished!...

PHI-1.5 ive started this game before and i got to level
30 or 31 but when i uninstalled it and reinstalled
it i had to start from level one, it deleted all of my
progress please fix this ive played this game every
day for like 2 years and just recently played it for
the first time i reinstled it...

DiffuSeq i can’t get into the game. uninstall and rein-
stall the game, i’'m not anymore.

SeqDiffuSeq this game is trash. deleted it to download
and played after 3 hours. not worth it.

GENIE this one is the most worst game. i ever did

Instruction: write a mild app review:

BART good game, but it doesn’t work very well. i’ve
been playing for a few months now and every time
i try to start the game, it won’t load.

BLOOM ive lost my payment when my game was out
but if an app used to be available then then i now
have lost it for this type of game. now the app will
return to my bank account and money but i i lost
my money but it did return. i can get to my apps
though with the issue...

PHI-1.5 ! i am happy you like this game. Two co-
workers, Tom and Lisa, have been working to-
gether at a clothing store for several months. Last
week, their boss announced a company-sponsored
event that involved team building and outdoor ac-
tivities...

DiffuSeq nguyen nguyen nguyen nguyen nguyen
nguyen nguyen nguyen nguyen nguyen nguyen
nguyen nguyen nguyen nguyen nguyen nguyen
nguyen nguyen nguyen nguyen nguyen ...

SeqDiffuSeq it’s true.

GENIE to have to argue that it’s going to be happy off,
and so

Instruction: write a mild app review:
BART i love this game but i can’t play it

BLOOM slop like for a game. im willing to pay to play.
but i’m so dumb in all way to play it. u want to
get back coins? i’'m dumb enough to let it go. i'd
rather want to play a game and still be good since
nis won’t fix and won’t fix me...

PHI-1.5 Since Kevin was on a strict diet for the past
month, he ate his usual ice cream without realizing
that it was loaded with sugar and empty calories.
Once he finally broke this habit, he felt great, but
couldn’t stop thinking about the old unhealthy re-
lationship habits that kept him captive...

SegDiffuSeq . work for there though.

GENIE , we put up a game game and the rest of the
game.

No privacy

Sebastian Ochs and Ivan
Habernal. 2025. Private
Synthetic Text Generation
with Diffusion Models. In:
Proceedings of the 2025
Annual Conference of the
Nations of the Americas
Chapter of the Association
for Computational
Linguistics - NAACL'25,
Albuquerque, New Mexico,
USA. Association for
Computational Linguistics.
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“Granularity” is crucial in using DP!

Neural Machine Translation

Usually sentence-level aligned corpora - break by sentences

into data points and assume independence

»de”
Yen?”
»de”:

»en”:

Agent: ...
Agent: ...

: 7Customer: Immo Hande-Hornig”,

you are through to Immo Hande—-Hornig.

Example of two sentences
that are not independent,
with token sequence

appearing in both.

Doan Nam Long Vu, Timour
Igamberdiev, and Ivan
Habernal. 2024.
Granularity is crucial when
applying differential privacy
to text: An investigation for
neural machine translation.
In Findings of the
Association for
Computational Linguistics:
EMNLP 2024, pages
507-527, Miami, Florida,
USA. Association for
Computational Linguistics.
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Prof. Dr. lvan Habernal - TrustHLT =~ w=se RUB



“Granularity” is crucial in using DP!

Neural Machine Translation

Doan Nam Long Vu, Timour
Igamberdiev, and lvan Habernal.

e Moving to document-level translation comes with huge 7, " -5 5o when
costs in performance applying differential privacy to text:

An investigation for neural machine
translation. In Findings of the

L00 R e prnen s s b oo Association for Computational
| —e— gdoc 4 faugdoc  ____ gaugdoc Linguistics: EMNLP 2024, pages
g zero-shot ! : : ;
: | 507-527, Miami, Florida, USA.
- | Association for Computational
e T o e e e 1 Linguistics.
=
—
0 b «
1 10 40

m
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Let’s move to (Large) Language Models

What is a language model?

A conditional probability function - estimate probability distribution

over token inventory given preceding tokens

So I was at this party at Joe's place last night, but man | was so
tired, so like at about midnight | said, Joe, I'm __

Continue with the next word

With high probability: With low probability:
* leaving * hungry

e out  in (love)
« calling (it a night) :

« gonna (head home)

14
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Has DP been solved in language models?

Early paper on DP LMs

1. We apply differential privacy to model training using the notion of user-adjacent datasets, leading
to formal guarantees of user-level privacy, rather than privacy for single examples.

Definition 2. User-adjacent datasets: Let d and d' be two datasets of training examples, where each
example is associated with a user. Then, d and d' are adjacent if d’' can be formed by adding or
removing all of the examples associated with a single user from d.

Dataset We use a large public dataset of Reddit posts, as described by Al-Rfou et al. (2016).
Critically for our purposes, each post in the database is keyed by an author, so we can group the data
by these keys in order to provide user-level privacy. We preprocessed the dataset to K = 763, 430

We extract 2.1 Billion comments that were posted
on the Reddit website between 2007 and 2015. We

Most likely, the comments for each user
were taken out of discussion threads

McMahan, H. Brendan, Daniel
Ramage, Kunal Talwar, and Li Zhang.
“Learning Differentially Private
Recurrent Language Models.” In
Proceedings of the 6th International
Conference on Learning
Representations, 1-14. Vancouver,
BC, Canada, 2018.

15
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Still an open question

Conversation A

~
Hi Alice how are things
going?
s

Bob

{No I'm sorry to hear that! J

What are you going to do
about custody of the kids?
7

Bob

Alice

Conversation A

Hi Alice how are things
going?
=

Bob

Alice

‘ No I'm sorry to hear that! J

What are you going to do
about custody of the kids?
ey

Bob

(a) Original conversation

(b) Alice’s messages removed

Brown, Hannah, Katherine Lee,
Fatemehsadat Mireshghallah, Reza
Shokri, and Florian Tramer. “What
Does It Mean for a Language Model
to Preserve Privacy?” In 2022 ACM
Conference on Fairness,
Accountability, and Transparency,
2280-92. New York, NY, USA: ACM,
2022.
https://doi.org/10.1145/3531146.3534
642.

16
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Still an open question

Conversation B

Conversation A

Brown, Hannah, Katherine Lee,
Fatemehsadat Mireshghallah, Reza
Shokri, and Florian Tramer. “What
Does It Mean for a Language Model
to Preserve Privacy?” In 2022 ACM
Conference on Fairness,
Accountability, and Transparency,

-
‘ Hi Alice how are things
. going?

Bob

Charlie

{ oty good wha? ] gggg—gz. New York, NY, USA: ACM,
Allcs https://doi.org/10.1145/3531146.3534
$ (Did you hear Alice is k 642
getting divorced?? ’
What are you going to do Bob
about custody of the kids? }

(c) Alice’s information is shared by Bob
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Is it a fundamental problem?

Texts in most corpora have some of these properties:

Coherent discourse

Causal (left-to-right, past to present to future)
Long-range dependencies

Dependencies between documents

The past influences the present

Unrestricted flow of information

What happens if you randomly chunk the web in blocks 1,000
words long and pretend they are independent?

Prof. Dr. lvan Habernal - TrustHLT
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Does DP address “independency of rows”?

|s the major assumption of DP is that every two rows in the table

are (conditionally) independent?

If no, how can we protect privacy then?

If yes, how can explicitly reason about it in text snippets?

We model a database as an n-tuple (di,ds,....d,) of el-
ements drawn from an arbitrary domain D. The domain
could be points in le, text strings, images, or any other
imaginable set of objects. In previous work, the elements
d; were assumed random and independent, so that reveal-
ing one to the adversary would not give information about
another. We advance this approach by using a priori beliefs
about the elements d;, which we assume are independent.

Extremely important but usually
violated assumption!

The intent of the independence assumption is to characterize
what information is under the control of a given individual.
Specifically, if there is information about a row that can be
learned from other rows, this information is not truly under
the control of that row. Even if the row in question were
to sequester itself away in a high mountaintop cave, infor-
mation about the row that can be gained from the analysis
of other rows is still available to an adversary. It is for this
reason that we focus our attention on those inferences that
can be made about rows without the help of others.

19
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Does DP address “independency of rows”?

For formal guarantees of training language models with DP-SGD
on randomly sampled text snippets, we must ensure:
e The set of all examples is mutually independent

Fundamental questions:
A) How can we measure, evaluate, guarantee that text snipoet
A is independent of text snippet B? Formal (DP) privacy in language

B) Evenif (A)is possible, can we scale this? (models): Theoretically possible but
practically infeasible

Back-of-the-envelope calculations: Sounds like interesting research!
o 128k tokens context size, 15 trillion tokens = 120 bimon
training examples (Llama 3.1)

o Number of independence comparisons =
8,000,000,000,000,000 (0.5n”*2 - 0.5n; if symmetric)

Prof. Dr. Ivan Habernal - TrustHLT s RUB



21

Sounds exciting?

a‘lh Trustworthy Human Language Technologies

In collaboration with: P S
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http://www.trusthlt.org

Backup slides
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Crash-course on differential privacy (DP)

2 ! 1 Al
Q1: How many of you think that privacy matters? [\ f i * i
ii ¥ L‘l ‘

Q2: How many of you cheated in homeworks?

E A
¢ i)

: : Answer
Toss a coin Toss again “No”
\ ©
Local differential privacy truth Answer
(€=1.1) nswer tru “Yes”

S. L. Warner (1965). “Randomized
Response: A Survey Technique for
Eliminating Evasive Answer Bias”.
In: Journal of the American
Statistical Association 60.309, pp.
63—69

23
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Global differential privacy for protecting training data

Alice 4 |12 4
Train with SGD

Sandy

Julia

| can find out
Alice’s
private data!

Leaked!

Sandy Train with SGD
Julia

Model M2
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Local differential privacy for “protecting” texts?

Text rewriting with
local DP

)

Text rewriting with
local DP

)

Text rewriting with
local DP

)

When is the first flight from
Baltimore to Los Angeles
on Sunday morning?

Intent: Flight info

25

Privatized data, for
example for model
training

Example: Intent
detection

When is the last flight from
New York to Chicago on
Friday evening?

Intent: Flight info
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Local differential privacy for “protecting” texts?

The applicant, Dr Royce Darnell, who was born in 1929, has been unemployed since the Trent Regional Health
Authority (“the RHA®) terminated his employment as a consultant microbiologist and Director of the Public Health

Laboratory in Derby. This case concerns the length of time that proceedings relating to this dismissal have taken.

The applicant, ******* who was born in ******** has been unemployed since the ******** terminated his

employment as a ******** and Director of the ******** jn ******** Thijs case concerns the length of time that

proceedings relating to this dismissal have taken.

“Manual annotation efforts are inherently limited by the presence of
residual errors, omissions, inconsistencies, or differences in human
judgments. Human annotations cannot provide any formal privacy
guarantees, in contrast to methods based on explicit privacy models
such as k-anonymity and its extensions [...] or differential privacy [...].”

Pilan, I., Lison, P., @vrelid, L.,
Papadopoulou, A., Sanchez, D.,
& Batet, M. (2022). The Text
Anonymization Benchmark
(TAB): A Dedicated Corpus and
Evaluation Framework for Text
Anonymization. Computational
Linguistics, 48(4), 1053—1101.
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