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Motivation
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Milad Nasr, Nicholas Carlini, 
Jonathan Hayase, Matthew Jagielski, 
A. Feder Cooper, Daphne Ippolito, 
Christopher A. Choquette-Choo, Eric 
Wallace, Florian Tramèr, Katherine 
Lee (2023). “Scalable Extraction of 
Training Data from (Production) 
Language Models”. arxiv:2311.17035
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Crash-course on differential privacy (DP)
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Mironov, Ilya. “Rényi Differential 
Privacy.” In 2017 IEEE 30th 
Computer Security Foundations 
Symposium (CSF), 263–75. Santa 
Barbara, CA, USA: IEEE, 2017. 
https://doi.org/10.1109/CSF.2017.11.
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Local differential privacy for “protecting” texts?
DP-BART: Transformer-based autoencoder
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Results: Better privacy/utility trade-off 
than SoTA DP text rewriting systems

T. Igamberdiev and I. Habernal 
(2023). “DP-BART for Privatized 
Text Rewriting under Local 
Differential Privacy”. Findings of 
ACL, Toronto, Canada

Much smaller 
performance drop for 
DP-BART at lowest ε 
privacy budget

github.com/trusthlt/
dp-bart-private-rewriting
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Local differential privacy for “protecting” texts? (2)

Limitations?
Usable results with epsilons > 100 means no privacy
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We asked people and found out that 
(roughly) for epsilons over 4.5 nobody 

will give us their data

Christopher Weiss, Frauke Kreuter, 
and Ivan Habernal. 2024. To Share 
or Not to Share: What Risks Would 
Laypeople Accept to Give Sensitive 
Data to Differentially-Private NLP 
Systems?. In Proceedings of the 
2024 Joint International Conference 
on Computational Linguistics, 
Language Resources and Evaluation 
(LREC-COLING 2024), pages 
16331–16342, Torino, Italia. ELRA 
and ICCL.
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Crash-course on differential privacy (DP)
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≈
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Training neural nets with Stochastic Gradient Descent
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Update model’s 
parameters iteratively

Julia

Sandy

Alice 4 2 4

1 6 5

1 5 4Public
model M1

Train with SGD
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Global differential privacy for protecting training data
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Julia

Sandy

Alice 4 2 4

1 6 5

1 5 4Public
model M1

Train with SGD

Julia

Sandy Train with SGD

4 3 3

1 6 5

1 5 4Public
model M2

Add “just enough” random noise to each gradient

Abadi, M., Chu, A., Goodfellow, I., 
McMahan, H. B., Mironov, I., Talwar, 
K., & Zhang, L. (2016). Deep Learning 
with Differential Privacy. Proceedings 
of the 2016 ACM SIGSAC Conference 
on Computer and Communications 
Security, 308–318.
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Generating synthetic texts with DP guarantees?

Prompt DP fine-tuned model to generate text

● SPAM: "write a (spam | non-spam) e-mail:"
● SWMH: "write a post to the (anxiety | bipolar | depression | 

offmychest | suicidewatch) community:"
● Thumbs-Up: "write a (mild | notable | concerning | serious | 

hot) negative app review: "
● WebMD: "write a (terrible | poor | neutral | good | great) 

medicine review: "
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Sebastian Ochs and Ivan 
Habernal. 2025. Private 
Synthetic Text Generation 
with Diffusion Models. In: 
Proceedings of the 2025 
Annual Conference of the 
Nations of the Americas 
Chapter of the Association 
for Computational 
Linguistics - NAACL’25, 
Albuquerque, New Mexico, 
USA. Association for 
Computational Linguistics.
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Generating synthetic texts with DP guarantees?

Tested several open models and epsilons
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Sebastian Ochs and Ivan 
Habernal. 2025. Private 
Synthetic Text Generation 
with Diffusion Models. In: 
Proceedings of the 2025 
Annual Conference of the 
Nations of the Americas 
Chapter of the Association 
for Computational 
Linguistics - NAACL’25, 
Albuquerque, New Mexico, 
USA. Association for 
Computational Linguistics.
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Generating synthetic texts with DP guarantees?
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No privacy ε = 3ε = 8

Sebastian Ochs and Ivan 
Habernal. 2025. Private 
Synthetic Text Generation 
with Diffusion Models. In: 
Proceedings of the 2025 
Annual Conference of the 
Nations of the Americas 
Chapter of the Association 
for Computational 
Linguistics - NAACL’25, 
Albuquerque, New Mexico, 
USA. Association for 
Computational Linguistics.
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“Granularity” is crucial in using DP!

Neural Machine Translation

● Usually sentence-level aligned corpora - break by sentences 
into data points and assume independence
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Doan Nam Long Vu, Timour 
Igamberdiev, and Ivan 
Habernal. 2024. 
Granularity is crucial when 
applying differential privacy 
to text: An investigation for 
neural machine translation. 
In Findings of the 
Association for 
Computational Linguistics: 
EMNLP 2024, pages 
507–527, Miami, Florida, 
USA. Association for 
Computational Linguistics.
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“Granularity” is crucial in using DP!

Neural Machine Translation

● Moving to document-level translation comes with huge 
costs in performance

13 

Doan Nam Long Vu, Timour 
Igamberdiev, and Ivan Habernal. 
2024. Granularity is crucial when 
applying differential privacy to text: 
An investigation for neural machine 
translation. In Findings of the 
Association for Computational 
Linguistics: EMNLP 2024, pages 
507–527, Miami, Florida, USA. 
Association for Computational 
Linguistics.
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Let’s move to (Large) Language Models

What is a language model?

A conditional probability function - estimate probability distribution 
over token inventory given preceding tokens

14 
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Has DP been solved in language models?

Early paper on DP LMs
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Most likely, the comments for each user 
were taken out of discussion threads

McMahan, H. Brendan, Daniel 
Ramage, Kunal Talwar, and Li Zhang. 
“Learning Differentially Private 
Recurrent Language Models.” In 
Proceedings of the 6th International 
Conference on Learning 
Representations, 1–14. Vancouver, 
BC, Canada, 2018.
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Still an open question
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Brown, Hannah, Katherine Lee, 
Fatemehsadat Mireshghallah, Reza 
Shokri, and Florian Tramèr. “What 
Does It Mean for a Language Model 
to Preserve Privacy?” In 2022 ACM 
Conference on Fairness, 
Accountability, and Transparency, 
2280–92. New York, NY, USA: ACM, 
2022. 
https://doi.org/10.1145/3531146.3534
642.
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Still an open question
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Brown, Hannah, Katherine Lee, 
Fatemehsadat Mireshghallah, Reza 
Shokri, and Florian Tramèr. “What 
Does It Mean for a Language Model 
to Preserve Privacy?” In 2022 ACM 
Conference on Fairness, 
Accountability, and Transparency, 
2280–92. New York, NY, USA: ACM, 
2022. 
https://doi.org/10.1145/3531146.3534
642.
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Is it a fundamental problem?

Texts in most corpora have some of these properties:
● Coherent discourse
● Causal (left-to-right, past to present to future)
● Long-range dependencies
● Dependencies between documents
● The past influences the present
● Unrestricted flow of information

What happens if you randomly chunk the web in blocks 1,000 
words long and pretend they are independent?

18 
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Does DP address “independency of rows”?

Is the major assumption of DP is that every two rows in the table 
are (conditionally) independent?

If no, how can we protect privacy then?

If yes, how can explicitly reason about it in text snippets?

19 

Extremely important but usually 
violated assumption!

Blum, Avrim, Cynthia Dwork, 
Frank McSherry, and Kobbi 
Nissim. “Practical Privacy: The 
SuLQ Framework.” In 
Proceedings of the 
Twenty-Fourth ACM 
SIGMOD-SIGACT-SIGART 
Symposium on Principles of 
Database Systems, 128–38. 
Baltimore Maryland: ACM, 
2005. 
https://doi.org/10.1145/106516
7.1065184.
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Does DP address “independency of rows”?
For formal guarantees of training language models with DP-SGD 
on randomly sampled text snippets, we must ensure:

● The set of all examples is mutually independent

20 

Fundamental questions:
A) How can we measure, evaluate, guarantee that text snippet 

A is independent of text snippet B?
B) Even if (A) is possible, can we scale this?

Back-of-the-envelope calculations:
● 128k tokens context size, 15 trillion tokens = 120 billion 

training examples (Llama 3.1)
● Number of independence comparisons = 

8,000,000,000,000,000 (0.5n^2 - 0.5n; if symmetric)

Formal (DP) privacy in language 
(models): Theoretically possible but 

practically infeasible

Sounds like interesting research!
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Sounds exciting?
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Prof. Dr. Ivan Habernal
www.trusthlt.org

In collaboration with:

Timour Igamberdiev
Lena Held
Doan Nam Long Vu
Chris Weiss
Nina Mouhammad
Sebastian Ochs

Let’s discuss!

http://www.trusthlt.org
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Backup slides
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Crash-course on differential privacy (DP)
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Q1: How many of you think that privacy matters?

Q2: How many of you cheated in homeworks?

S. L. Warner (1965). “Randomized 
Response: A Survey Technique for 
Eliminating Evasive Answer Bias”. 
In: Journal of the American 
Statistical Association 60.309, pp. 
63–69

Toss a coin Toss again

Answer truth Answer 
“Yes”

Answer 
“No”

Local differential privacy 
(ε ≈ 1.1)
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Global differential privacy for protecting training data
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Julia

Sandy

Alice 4 2 4

1 6 5

1 5 4Public
model M1

Train with SGD

Julia

Sandy Train with SGD

4 3 3

1 6 5

1 5 4Model M2

Leaked!

I can find out 
Alice’s 
private data!



Prof. Dr. Ivan Habernal - TrustHLT

Local differential privacy for “protecting” texts?
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Text rewriting with 
local DP

Text rewriting with 
local DP

Text rewriting with 
local DP

When is the first flight from 
Baltimore to Los Angeles 
on Sunday morning?

When is the last flight from 
New York to Chicago on 
Friday evening?

Privatized data, for 
example for model 
training

Example: Intent 
detection

Intent: Flight infoIntent: Flight info
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Local differential privacy for “protecting” texts?

26 

Pilán, I., Lison, P., Øvrelid, L., 
Papadopoulou, A., Sánchez, D., 
& Batet, M. (2022). The Text 
Anonymization Benchmark 
(TAB): A Dedicated Corpus and 
Evaluation Framework for Text 
Anonymization. Computational 
Linguistics, 48(4), 1053–1101.

“Manual annotation efforts are inherently limited by the presence of 
residual errors, omissions, inconsistencies, or differences in human 
judgments. Human annotations cannot provide any formal privacy 
guarantees, in contrast to methods based on explicit privacy models 
such as k-anonymity and its extensions [...] or differential privacy [...].”


