
Tutorial: How to Query LLMs -
Pitfalls & Caution in Prompting
Philipp Mondorf and Xinpeng Wang



Content

2

I. Introduction to LLMs

II. Input: Prompting

III. Output: Generation

IV. Common Pitfalls



Introduction

3



What are (large) language models?
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● Statistical models that can generate human-like text

● Auto-regressive nature:
○ Typically trained to predict the probability of the next token in a sequence
○ Token usually word or a subword

Image source: Devopedia. (2022, February 15). https://devopedia.org/language-modelling



What are (large) language models?
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● Massive numbers of parameters & amount of data
○ Allows LLMs to learn complex patterns in language

Image source: Google Research. https://research.google/blog/pathways-language-model-palm-scaling-to-540-billion-parameters-for-breakthrough-performance



Types of LLMs

6Image source: Hyperstackcloud. (2023, September 12). https://twitter.com/Hyperstackcloud/status/1772227400555712679

https://twitter.com/Hyperstackcloud/status/1772227400555712679


Base vs. Instruct Models
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Base Model Instruct Model



Base vs. Instruct Models

8Image source: Erdwin Chen. https://www.surgehq.ai/blog/an-illustrated-guide-to-reinforcement-learning-with-human-feedback



Base vs. Instruct Models

9Image source: Erdwin Chen. https://www.surgehq.ai/blog/an-illustrated-guide-to-reinforcement-learning-with-human-feedback



Base vs. Instruct Models (alignment)

10Image source: Erdwin Chen. https://www.surgehq.ai/blog/an-illustrated-guide-to-reinforcement-learning-with-human-feedback



Base vs. Instruct Models (alignment)

11Image source: Erdwin Chen. https://www.surgehq.ai/blog/an-illustrated-guide-to-reinforcement-learning-with-human-feedback



Popular Frameworks
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LLM Frameworks & Tools



Input: Prompting
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What is a prompt?
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● The textual input to the LLM
○ Might contain task description, context, questions, …

● Main interface between user and model

● Most accessible way to steer model behavior

● LLMs highly sensitive to prompt setup
○ Prompt engineering

Image source: https://www.vecteezy.com/vector-art/24048778



Prompt Style & Format
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The following is a correct translation from English to French.
English: "I like to eat apples."
French:

Base Model

● Think about the model you are using
○ Base models: trained for completion
○ Instruct models: trained to follow instructions

Translate the following sentence into French: 
"I like to eat apples."

Instruct Model



Prompt Style & Format
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● Instruct (or chat) models often allow for different types of prompts



Prompt Style & Format
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● Instruct (or chat) models often allow for different types of prompts
○ User prompt: direct instructions or queries

USER Tell me a joke.



Prompt Style & Format
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● Instruct (or chat) models often allow for different types of prompts
○ User prompt: direct instructions or queries
○ System prompt: guides overall model behavior

USER Tell me a joke.

SYSTEM You are an assistant that speaks like Shakespeare.



Prompt Style & Format
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● Instruct (or chat) models often allow for different types of prompts
○ User prompt: direct instructions or queries
○ System prompt: guides overall model behavior
○ Assistant: the assistant’s response

USER Tell me a joke.

SYSTEM You are an assistant that speaks like Shakespeare.

ASSISTANT Why did the chicken cross the road? 
To get to the other side, but verily, the other side 
was full of peril and danger, so it quickly returned 
from whence it came, forsooth!



Prompt Style & Format
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● Model-specific tokens used to indicate type of prompt 

<|begin_of_text|>

<|start_header_id|>system<|end_header_id|>
You are an assistant that speaks like Shakespeare.
<|eot_id|>

<|start_header_id|>user<|end_header_id|>
Tell me a joke.
<|eot_id|>

<|start_header_id|>assistant<|end_header_id|>

Why did the chicken cross the road? 
To get to the other side…
<|eot_id|>

LLaMA-3-Instruct

<s>

[INST]
You are an assistant that speaks like Shakespeare.
Tell me a joke.
[/INST]
Why did the chicken cross the road? 
To get to the other side…

</s>

Mistral-Instruct



Chat Templates
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● Chat templates automatically fill in the correct tokens for model

messages = [

    {"role": "system", "content": "You are an assistant that speaks like Shakespeare."},

    {"role": "user", "content": "Tell me a joke."},

    {"role": "assistant", "content": "Why did the chicken cross the road? To get to the other side…"},

]

llm_input = tokenizer.apply_chat_template(messages)



Tips on Prompt Style & Format
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● Which of the following prompts is more effective for instruction models?

Option 1:

Consider the following text: "hello!"
Translate it to Spanish:

Option 2:

### Instruction ###
Translate the text below to Spanish:

Text: """hello!""" Join at menti.com | Use code 7765 9154



Tips on Prompt Style & Format
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● Put instructions at the beginning of the prompt and use ### or """ to 
separate the instruction and context

Less effective ❌ :

Consider the following text: "hello!"
Translate it to Spanish:

Better ✅ :

### Instruction ###
Translate the text below to Spanish:

Text: """hello!"""



Tips on Prompt Style & Format
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● Which of the following prompts is more effective for instruction models?

Option 2:

Extract all places in the following text. 

Input: "<input-text>"

Option 1:

Extract the name of places in the following text. 

Desired format:
Place: <comma_separated_list_of_places>

Input: """<input-text>"""

Join at menti.com | Use code 7765 9154



Tips on Prompt Style & Format
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Less effective ❌ :

Extract all places in the following text. 

Input: "<input-text>"

Better ✅ :

Extract the name of places in the following text. 

Desired format:
Place: <comma_separated_list_of_places>

Input: """<input-text>"""

● Be specific, descriptive and as detailed as possible 



Tips on Prompt Style & Format
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● Which of the following prompts is more effective for instruction models?

Option 1:

The following is a conversation between an Agent and a Customer. DO NOT ASK 
USERNAME OR PASSWORD. DO NOT REPEAT.
Customer: I can’t log in to my account.
Agent:

Option 2:

The following is a conversation between an Agent and a Customer. Instead of 
asking for PII, such as username or password, refer the user to the help article 
www.samplewebsite.com/help/faq

Customer: I can’t log in to my account.
Agent:

Join at menti.com | Use code 7765 9154



Tips on Prompt Style & Format
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● Instead of saying what not to do, say what to do

Less effective ❌ :

The following is a conversation between an Agent and a Customer. DO NOT ASK 
USERNAME OR PASSWORD. DO NOT REPEAT.
Customer: I can’t log in to my account.
Agent:

Better ✅ :

The following is a conversation between an Agent and a Customer. Instead of 
asking for PII, such as username or password, refer the user to the help article 
www.samplewebsite.com/help/faq

Customer: I can’t log in to my account.
Agent:



Prompting Techniques
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● More advanced prompting techniques for better results
○ Few-shot prompting
○ Chain-of-Thought prompting (CoT)
○ Personas

Image source: Generated by DALL·E 3



Few-Shot Prompting
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● Idea: provide demonstrations of desired behavior in the prompt
○ Leverage in-context learning ability of models

Few-Shot Prompt

Classify these sentences:

Text: My service was awesome.
Label: positive ✅ 
Text: My order never arrived.
Label: negative ❌
Text: Thanks for the great service!
Label: positive: ✅ 

Text: Horrible customer service!
Label:

negative ❌ 

Tom Brown et al. (2020). Language models are few-shot learners.

https://proceedings.neurips.cc/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf


Chain-of-Thought (CoT)
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● Idea: provide demonstrations with intermediate reasoning steps

Jason Wei et al. (2022). Chain-of-Thought Prompting Elicits Reasoning in Large Language Models.

https://dl.acm.org/doi/10.5555/3600270.3602070


Personas
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● Prompt model to imitate a specific persona

Bangzhao Shu et al. (2023). You don’t need a personality test to know these models are unreliable.

https://aclanthology.org/2024.naacl-long.295


Output: Generation
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Output - Probability of the next token
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Next word prediction



Output - Probability of the next token
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Sampling Next Token from Output Distribution



Output
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Sampling Strategy Matters

Greedy Search Beam Search



Output
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Top K Sampling

Sampling Strategy Matters

Top-p (nucleus) 
Sampling



Multiple Choice Question Answering
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Multiple Choice Question Answering
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Multiple Choice Question Answering
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Multiple Choice Question Answering
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First Token Probabilities as the answer
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Using Survey to evaluation LLMs
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 “American Trends Panel” (ATP)

15ATP surveys over multiple years (2017-2021)

30 Mar 2023



Using Survey to evaluation LLMs

43



Using Survey to evaluation LLMs
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Using Survey to evaluation LLMs
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Using Survey to evaluation LLMs

46



Using Survey to evaluation LLMs
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Base models



Using Survey to evaluation LLMs
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28 Feb 2024



Using Survey to evaluation LLMs
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Choice Oder
A-bias (selection bias)



Using Survey to evaluation LLMs
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5 Jun 2024



Using Survey to evaluation LLMs
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Real-world concerns: real users do 
not typically ask LLMs survey 
questions

Model gives a different answer in a less constrained setting.



Other problems in Multiple Choice Question 
Evaluation
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22 Feb 2024



Is the first token probabilities the real answer?
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Mismatch Problem
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First token probabilities do not match text answers.



Why Mismatch happens?
- Persona Prompt influences the model

55Llama2-7b-Chat

You are from the South. Please read the multiple-choice question below carefully and select 
ONE of the listed options.
Question: Within the next 30 years, how likely do you think it is that the type of work that you 
do will be done by robots or computers? Do you think this will:
A. Probably happen
B. Definitely happen
C. Refused
D. Probably not happen
E. Definitely not happen
Answer:

Oh my goodness, bless your heart! adjusts granny glasses Well, I reckon it’s hard to say for 
sure what’ll happen in the future, but I gotta go with option A: probably gonna happen. 
Yessiree, technology’s advancin’ at a mighty fast pace, and them robots and computers are 
gettin’ smarter every day. They’re already takin’ over some jobs, like assembly line work and 
such, so it ain’t too far-fetched to think they might take on more complex tasks like mine soon 
enough. But hey, who knows? Maybe they’ll figure out a way to make me obsolete first! winks



Why mismatch happens? 
- Refuse to give an answer
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The isthmus of the thyroid gland is not located at any of the mentioned structures in the 
respiratory tract. Therefore, there is no correct answer for this question.

Please read the multiple-choice question below carefully and select ONE of the listed 
options and only give a single letter. 
Question: The respiratory tract is crossed by the isthmus of the thyroid gland at the level 
of the 
Options:

A. cricoid cartilage. 
B. thyroid cartilage. 
C. cricothyroid membrane. 
D. tracheal rings.

Answer: 

Mistral-7b-v0.2-Inst



Why mismatch happens? 
- Choosing Multiple Options
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C. A little more positively or D. A lot more positively. It’s difficult to provide a single 
definitive answer, as opinions on this matter can vary greatly depending on the specific 
country and individual being asked. However, many political analysts and experts have 
suggested that the election of Joe Biden as President of the United States has led to a 
general improvement in the way that other countries view the U.S., particularly in 
comparison to the previous administration. Therefore, options C and D (a little more 
positively or a lot more positively) are the most likely answers.

Please read the multiple-choice question below carefully and select ONE of the listed 
options and only give a single letter. 
Question: Now that Joe Biden is president, do you think other countries view the U.S A. 
A lot more negatively 
B. Refused 
C. A little more positively 
D. A lot more positively 
E. A little more negatively 
Answer:

Mistral-7b-v0.2-Inst



Why mismatch happens?
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1. Poor instruction following ability of the model: 
Always starting with ‘Sure’ ‘The answer is’, or using certain language 
style due to persona prompt

2. Diverse response patterns:
a. Refuse to answer due to safety reason or “No correct answer is 

given in the options”
b. Choosing two or more options



Can adding constraints help?
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Can adding constraints help?
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Other people tried more creative ones:



How serious is this issue?
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1. Llama2 models have high 
mismatch rate, reaching to 
nearly 70%. They also have 
the highest refusal rate

2. Larger models have lower 
mismatch rate.

3. Refusal is a big source of 
mismatch



Prompt Sensitivity
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Models are sensitive to language usage and 
prompt template. 



Prompt Sensitivity: Selection Bias
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Prompt Sensitivity: Answer Floating

64



Prompt Sensitivity: Prompt Template
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The way you formulate the 
question influences the model 
performance.



Is text answer more robust than first 
token probabilities?    — Yes
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Metrics: Entropy, lower is better (more robust)

Text Answer is more robust to prompt variation.



Is text answer more robust than first 
token probabilities?    — Yes
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Answer Floating rate. Text answer is more robust 
to adding additional options.

Text answer: “Refuse” Text answer: “Refuse”



Suggestions
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1. Look at the text answer, instead of the token probabilities
a. Token Probabilities: Fast, Easy to use, Low Robustness, Low accuracy
b. Text Answer: Slow to evaluate, Accurate, High Robustness

i. String Matching:  Cheap but not accurate enough
ii. LLM as Classifier: Expensive, Task-specific

2. Multi-Prompt Evaluation
a. When do evaluation, always consider prompt variation as a consistency test.

3. Toward more realistic evaluation: Going beyond multiple choice questions
a. Consider real user interaction in real world



Thank you!
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Slides and code: https://github.com/mainlp/SurvAI

https://github.com/mainlp/SurvAI


In Practice
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Practical Advice 
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● Batch inference:
○ Batch inference with hugging face 
○ Batch inference with vLLM

https://huggingface.co/learn/nlp-course/en/chapter2/5
https://medium.com/@wearegap/a-brief-introduction-to-optimized-batched-inference-with-vllm-deddf5423d0c


End
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