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NLP today: LLMs everywhere!

2Src: DALL-E3



LLMs: A Swiss Knife for Science? 

3Src: DALL-E3



NLP: The beauty & challenge of working with LANGUAGE

"Asking a Ques-on Can Be a Science “  
Frauke Kreuter



Language is ambiguous

You said you were looking 
for some mixed nuts?
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Language is full of variation

You said nothing?‣ The way we express a message 
carries social meaning  

‣ NLP: bad with handling varia?on

 nothing

 nooothing
 nooooothing

 noooothing
 noothing

 nothin
 nuthin

 nuffin
 nuffing

 nufin  nuffink

 nuthing

 nottin

 nutin

 nothig

 nithing nothinh

nothiing

Nothing and spelling choices in Reddit (Nguyen & Grieve, 2020) 6



Language is dynamic and constantly changing

77



Language is for and by people

Slide credits: Diyi Yang

Socially aware NLP
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What Can We Learn From Each Other?
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Roadmap

‣ Past: LLMs & Trust - How Did We Get There?  

‣ Present: Trust Issues with LLMs 

‣ Future: Trustworthy Human-Facing NLP
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A Language Model - The most likely text completion

I saw a bluestrawberry  bird  sitting 

‣ A LM computes the probability for a word given its previous words (=context)

context (or history)

Va
lu

e 
A

xi
s

strawberry bug siJng bird water sits

P(w)

P(“strawberry”| “I saw a blue”) 

strawberry: https://huggingface.co/spaces/stabilityai/stable-diffusion
11Slide inspired by talk by M. Hedderich. 



A Look Back - How Did We Get There?
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A Short NLP History

Symbolic  
Processing

Epoch 1

131960s approx. 1980s

   learn 
from  

data (ML) +
hand-crafted 

features

Statistical 
NLP

Epoch 2
e(ducks) != e(ducks)

Deep Learning 
for NLP

2011-2015

Epoch 3

0.2 0.1 0.2

0.1 0.3 0.3can:

ducks:
learn (feature) 
representations

from data

e.g. word2vec, UlMFit

static word embeds: 
e(can) = e(can)

 
Pre-trained  

LMs

since 2018

e.g. ELMo, BERT, GPTs etc.

Network

…

word

input text sequence

learn  
contextualised
 representations 

& multiple 
tasks

 e(can) != e(can)
Instruction-tuned LLMs



1990
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Feature  
Engineering

Representation  
Learning

Po
we

r

⚠  Output:  
Issues with factuality, bias, robustness, explainability

LLM
Trust

Knowledge about Model Input

Gained Power - At What Cost? 2022-today: 💥 Explosion of LLMs

Epoch 3: Deep Learning (DL) for NLP

2000

Epoch 2: Sta?s?cal Processing

2010 2020



What is trust?
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Hays. Applications. ACL 1979.

“Trust arises from knowledge of origin as well 
as from knowledge of functional capacity. ”

Trustworthiness - Working Definition
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Roadmap

‣ Past: LLMs & Trust - How Did We Get There?  

‣ Present: Trust Issues with LLMs  

‣ Trustworthy Human-Facing NLP
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Trust Issues with LLMs
Selected Research Examples 

— Four Desiderata to Increase Trust —

18



D1 Knowledge about Model Input

Task

Model

Pre-training Instruction

D2 Knowledge about Model Behaviour

ModelModel

D3 Knowledge of Evaluation Protocols

Prediction Expectation

D4 Knowledge of Data Origin

Model

D
at
as
et

Trust arises from knowledge of origin as well as from knowledge of functional capacity. 

Trustworthiness - Working Definition by David G. Hays, 1979 

19Litschko*, Müller-Eberstein*, van der Goot, Weber-Genzel, Plank. Establishing Trustworthiness: Rethinking Tasks and Model Evalua-on. EMNLP 2023.



Model Behaviour: Does it Matter How we Prompt an LLM?
‣ ⚠ Instability in promp-ng: Performance is highly sensi-ve to the linguis-c varia-on of a 

prompt; prompts transfer poorly across datasets and models; LM perplexity dot not correlate 
well with model accuracy (open ques-ons on connec-on data distribu-on and model 
behaviour)

20

Leidinger, van Rooij, Shutova, EMNLP 2023 Findings.

Köksal et al., EMNLP 2023 Findings ; Gonen et al., EMNLP 2023 Findings.



Model Behaviour: How Well Do LLMs Deal with Ambiguity?
‣ ⚠ LLMs and ambiguity is a major open problem: e.g. perform poorly at implicitly 

disambigua-ng en-ty types & biased towards preferred en-ty readings (influenced by en-ty 
popularity)

21Sedova, Litschko et al. EMNLP 2024 Findings.

EMNLP 2024 Findings.



D1 Knowledge about Model Input

Task

Model

Pre-training Instruction

D2 Knowledge about Model Behaviour

ModelModel

D3 Knowledge of Evaluation Protocols

Prediction Expectation

D4 Knowledge of Data Origin

Model

D
at
as
et

Trust arises from knowledge of origin as well as from knowledge of functional capacity. 

Trustworthiness - Working Definition by David G. Hays, 1979 
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Multiple-Choice Question Answering (MCQA) Prompt Style

23Wang, Hu, Ma, Rökger, Plank. Look at the Text: Instruc-on-Tuned Language Models are More Robust Mul-ple Choice Selectors than You Think. COLM 2024.



Evaluation Protocols: Do Answer Options Impact LLM Outputs?

24Dominguez-Olmedo, Hardt, Mendler-Dünner. Ques-oning the Survey Responses of Large Language Models. arXiv:2306.07951 
2023.

‣ ⚠ LLM's “A”-bias in MCQA responses



Evaluation Protocols: Does It Matter How We Extract Answers?

25

‣ ⚠ But “First-token log probs” do not match the text answers

Wang, Ma, Hu, Weber-Genzel, Rökger, Kreuter, Hovy, Plank. "My Answer is C": First-Token Probabili-es Do Not Match Text Answers in Instruc-on-Tuned Language Models. ACL 2024 Findings. 
Wang, Hu, Ma, Rökger, Plank. Look at the Text: Instruc-on-Tuned Language Models are More Robust Mul-ple Choice Selectors than You Think. COLM 2024.

Performance on MMLU.

versus



Evaluation Protocols: Chain-of-Thought, Better and Sound?

26

‣ Chain-of-Thought (CoT) promp-ng (“Let's think step by step”)  

‣ ⚠ But CoT is Not Sound!

Mondorf & Plank. Comparing Inferen-al Strategies of Humans and Large Language Models in Deduc-ve Reasoning. ACL 2024.

CoT response (excerpt) - manually verified:

Sprague et al. 2024. To CoT or not to CoT?  Chain of Thought helps mainly on math and symbolic reaoning. hkps://arxiv.org/abs/2409.12183

https://arxiv.org/abs/2409.12183


Evaluation Protocols: Can LLMs Replace Humans Judges?

27

‣ ⚠ A lot of variability in LLM outputs 

‣ LLMs are not ready yet to replace human judges - not even GPT-4o:

Bavaresco, Bernardi, Bertolazzi, Elliok, Fernandez, Gak, Ghaleb, Giulianelli, Hanna, Koller, Mar-ns, Mondorf, Neplenbroek, Pezzelle, Plank, Schlangen, Suglia, Surikuchi, Takmaz, Testoni.  
LLMs instead of Human Judges? A Large Scale Empirical Study across 20 NLP Evalua-on Tasks. arXiv:2406.18403 2024.

E.g. Plausibility: Humans Coders vs Models:



D1 Knowledge about Model Input

Task

Model

Pre-training Instruction

D2 Knowledge about Model Behaviour

ModelModel

D3 Knowledge of Evaluation Protocols

Prediction Expectation

D4 Knowledge of Data Origin

Model

D
at
as
et

Trust arises from knowledge of origin as well as from knowledge of functional capacity. 

Trustworthiness - Working Definition by David G. Hays, 1979 
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Data Origin: (Indirect) Contamination & Need for Transparency 

29

‣ ⚠ Too likle transparency of what went into the training data of an LLM 

‣ ⚠ Indirect data leakage: con-nuously provided by users (e.g. via OpenAI's the web interface) 
 
 
 
 
 
 
 
 
 
 

‣ ➡ increasing efforts for transparency on training data  
     & pre-processing, e.g.: 

‣ PILE (Gao et al., 2020)  

‣ Dolma (Soldini et al., 2024 ACL best paper award)

EACL 2024

Balloccu, Schmidtová, Lango, Dušek. EACL 2024.



Growing Importance of  
Data Quality > Data Quantity

30



The “it” in AI models is the dataset - talk by Thom Wolf 🤗

https://nonint.com/2023/06/10/the-it-in-ai-models-is-the-dataset/ 31

https://nonint.com/2023/06/10/the-it-in-ai-models-is-the-dataset/


- Recent work suggests smaller 
amounts of higher quality data 
remove the need for a larger 
model. 

- This suggest larger models may just 
be compensating for problems in the 
data pipeline.

Evidence from a talk by Sara Hooker 

Hoffman et al. 2022, blog] 32

https://arxiv.org/abs/2203.15556
https://lifearchitect.ai/the-sky-is-bigger/
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Name the object

34
hkps://aclanthology.org/2020.lrec-1.710.pdf 

https://aclanthology.org/2020.lrec-1.710.pdf


35
ManyNames dataset hkps://aclanthology.org/2020.lrec-1.710.pdf 

Name the object

https://aclanthology.org/2020.lrec-1.710.pdf


Lora Aroyo’s NeurIPS 2023 Keynote

36
hkps://slideslive.com/39015341/the-many-faces-of-responsible-ai?ref=speaker-55217



Human Label Varia?on
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Regaining Trust: Importance of Data and Evaluation

38

Data Modeling Evalua?on

Knowledge  
of Origin

& Functional  
Capacity



Many open questions

‣ How does Human Label Variation interact with Socially Aware NLP? (Specific tasks 
and broadly Values, Opinions, Attitude and LLMs) 

‣ How much Variation is there Within-Human (Coder) Label Variation? 

‣ How does Human Label Variation relate to Model Uncertainty? 

‣ Is All Variation Plausible? How to tease apart Error from Plausible Label Variation? 

‣ Do we Need More Labels or More Cases (for Eval/Train)? Data Quality vs Quantity  

‣ When to take a description vs a prescriptive approach (Röttger et al. 2022) to 
annotation?

39



Human Label Variation 
- many exciting connections -

model uncertainty 

What goes into 
epresenta-veness and 

quality of data

sta-s-cs and data-
genera-on process

human values and 
LLM alignment (e.g. 
Durmus et al., 2024) LLMs that react as 

humans do

learning from less but 
higher quality data?

ac-ve learning (how 
to sample. Instances for 

labelling)

40
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NLP & Survey Research  
🙌

Thank you!


